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Building software

From source code to binary executable.

A lot of complexity to build software.
@ compilers
@ build systems (cmake, ninja, mesos, etc.)
e arch (AMD64, AARCH64, PowerPC)

@ etc.
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Libraries

But wait! There is more complexity.

system libs (glibc)
BLAS, numpy
Other hardware (mpi, cuda)

etc.
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"Windows style”

@ Don't manage deps centrally
e Every program has to install/update/pull deps by itself

@ You don't know what you get
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Software repositories

Prevalent on unix systems

For OS or programming language (apt, dnf, pip)

o
(]
@ Central tooling to manage packages
o Manages dependencies

o

"Standard” packages
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Docker

o " B ri ng yOu r own OS " The old way: Applications on hast The new way: Deploy containers
@ Isolation » ”
e Bundle a pp a nd libs Libraries Libraries

@ Depends on Linux namespaces

App App

o Still OS packaging

Libraries Libraries

@ Focuses on portability

Heavyweight, non-portable Smail and fast, portable
Relies on OS package manager Uses OS-level virtualization

Figure 1. Bundling app via docker
compared to installing it directly on the
host. From Virdee 2018
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Specific hardware

@ A lot of machines
Specific architectures
MPI implementations
GPGPU (cuda, etc.)

o
o
o
o File systems
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Specific software

@ Specific compilers (and versions thereof)
@ Speed over portability

e Old versions (F77...)

@ "Works on my machine”

All'in all a lot of complexity!
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How to manage HPC software?

@ Thousands of ways to build software
@ Custom repositories?

@ Special tooling?
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Figure 2: Dependency graph of one configuration of ARES, a Livermore-developed
hydrodynamics codel..]. From Spack: A Flexible Package Manager for HPC
Software 2020

Maximilian Bauregger (UHH) SPACK December 16, 2020 13/28



Spack

Maximilian Bauregger (UHH)



Introduction to Spack

@ Supcercomputer PACKage manager

o Started 2013 by Todd Gamblin at Lawrence Livermore National
Laboratory

@ Written in Python
@ Open Source since 2014
@ Linux & macOS
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Adoption

Contributions (lines of code) over time in packages, by organization
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Figure 3: External contributions to Spack increased rapidly after its open-source
release in 2014. From Spack: A Flexible Package Manager for HPC Software 2020
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Spec syntax

@ Own syntax to describe constrains

@ Specify compiler, deps, flags.

spack install zlib

spack install zlib ©1.2

spack install zlib ©1.2 %gcc@4.7.2

spack install zlib ©@1.2 +4pic —shared

spack install zlib “libelf

spack install zlib “libelf ©0.8 %gcc

spack install zlib target=broadwell cflags=03

Figure 4: Different specs for installing zlib
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DAGs

@ Directed Acyclic Graph
@ Dependencies

@ No cycles
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Concretization

"Heart” of Spack’s dependency management
"Fill out the blanks”

Virtual deps

Hashing of whole configuration

Coexistence of different version of a package
NP-Complete (-> SAT)

sqlite@3.33.0%gcc@10.2.0+column_metadata+fts~functions~rtree arch=linux-archrolling-broadwell
Areadline@8.0%gcc@l0.2.0 arch=1linux-archrolling-broadwell

Ancurses(@6.2%gcc@10.2.0~symlinks+termlib arch=1linux-archrolling-broadwell
Apkgconf@l.7.3%gcc@10.2.0 arch=1linux-archrolling-broadwell
Az1ib@1.2.11%gcc@10.2.0+optimize+pic+shared arch=linux-archrolling-broadwell

Figure 6: Output of spack spec sqlite
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package.py

@ Single python class prve—
@ do_install() .
@ install()

@ Spack manages build systems

@ Dependencies linked via RPATH
(no LD_LIBRARY_PATH)

, *config_args)

Figure 7: zlib's package. py
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Spack + Docker

Docker is good at packaging

FROM spack/centos:7

Spack is good at building

WORKDIR /build

. . . k. 1.
Build a docker image with spack RN s

spack.yaml to define specs

Figure 8: A simple Dockerfile
that uses spack.yaml to install a
large number of packages. From
Gamblin 2019

spack containerize > Dockerfile
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Conclusion

@ Bring order to Chaos
@ Unify tooling
o Portable packages

@ Explicit dependencies
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