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• Motivation (Why do we care?) 

• HPC Building Blocks: Compuer Hardware (What‘s inside my dataroom? 
What needs to be cooled?) 

• HPC Building Blocks: Subsystems  (What is around my data room and 
what do I need it for?) 

• Traditional Air Cooling (What we have been doing for decades) 

• Chillers (So where does all the heat go?) 

• Cooling Towers (Can‘t we do that for free?) 

• Warm water cooling ( Well thats sounds like an oxymoron) 
 

 

 

 

Route Plan 
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Route Plan 

• Liquid summersion coling (taking the servers for a bath) 

• Modular Data Centers 

• Efficiency Metrics (Where this gets boring) 

• PUE 

• ERE 

• Space Utilization 

• computation 

• Low vs High Density DC  (Tight is better) 

• Liquid Cooling vs. Air Cooling (Wet is better) 
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Motivation 

• If  HPCs  are not constantly cooled, they overheat and, in the worst case 
scenario, may be damaged. 

• Most of the energy consumed by an HPC or DC that is not used for 
computation is used in keeping the equipment at an appropriate 
temperature. 

• The cooling system used in an HPCs has mayor implications in the design of 
the data room and the facility as a whole and will significantly affect the 
capital and operational costs.  
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Motivation 

• Power consumption and density have been rising 
steadily in the past and are expected to keep on rising. 

• Keeping density high is in our interest because it let us 
operate very powerful machine  with low space 
requirements. 

• Archiving high density in a reliable and safe way is not 
a trivial task.. 
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HPC Building Blocks: Compuer Hardware 

• Current HPC systems are built from 
commodity server processors 

• Modular servers like 1U or blades are put 
into racks and are are interconected 
though some kind of network fabric. 

• The more servers/blades we put into a 
single rack, the higher the heat 
concentration.  

• The layout of the data room depends 
greatly on how we plan to cool the system.  
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HPC Building Blocks: Subsystems  

• Electricity is supplied either from the grid or an on-site generator; this is 
then conditioned on-site before delivery to the computer room. 

• Central plant chillers provide continuous supply of cold water for use in the 
computer room air-conditioning (CRAC) units.  

• Additionally, apart from the rack switches, network connectivity must be 
provided for enabling data transmission within the HPC. 
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Traditional Air Cooling 

• The most common datacenter layout in 
today’s data centers is a repeating of 
rows of racks side-by-side with 
alternating cold aisles and hot aisles. 

• Computer Room Air Conditioning units 
(CRACs) pull hot air across chillers and 
distribute the cool air beneath the raised 
floor. 
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Traditional Air Cooling 

• The computer room needs to be 
carefully designed  

• Possible equipment failures have to be 
taken into account 

• In high density setups computational 
fluid dynamics (CFD) simulations  might 
be needed to achieve an efficient 
design. 

A CFD simulation by HP from 2005  
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Chillers 

• CRAC units usually need cold water or some kind 
of liquid coolant for heat exchange with the hot 
air.  

• After the heat exchange the water or liquid 
coolant has to be cooled down for reuse.  

• This is usually done in a chiller.  

• A chiller is a machine that removes heat from a 
liquid via a vapor-compression or absorption 
refrigeration cycle.  

• Chillers can consume a lot of energy. 
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Cooling Towers (Free Cooling) 

• Hot water comes at the top of the towers 

• Waters fall down the tower and cools 
down mainly through evaporation.  

• Much cheaper operational costs  than 
traditional chillers. 

• Redundancy can be costly. 

• It’s tricky to prevent freezing in cold 
climates.  
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Warm Water Cooling 

• Water is circulated as close to the computer hardware as possible in order to 
allow heat exchange from the hardware into the water even at relatively high 
temperatures . 

• Keeping the water temperature above the wet-bulb temperature of the 
ambient air means that free cooling is possible all the time completely 
removing the need for chillers. 

• It allows for energy reuse for heating purposes (SuperMUC) or to drive an 
adsorption chiller (iDataCool). 12 



Liquid Submersion Cooling 

• The servers are immersed in a non conductive coolant. 

• The direct contact of the coolant with the hardware 
allows for a more efficient heat exchange.  

• The servers are placed vertically in the racks 

• The racks have a very “exotic” form factor that uses a 
wider area than conventional racks 

• Like warm water cooling, it allows for higher densities 
than air cooling.  
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Liquid Submersion Cooling 
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Modular Data Centers 

• Portable modular data centers, fits data center 
equipment (servers, storage and networking 
equipment) into a standard shipping container, which is 
then transported to a desired location. 

• Containerized data centers typically come outfitted 
with their own cooling systems. 

• Modular data centers typically consist of standardized 
components, making them easier and cheaper to build 

• Their main advantage is their rapid deployment. 

• Still need considerable infrastructure around them  
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Efficiency Metrics: PUE 

•
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Efficiency metrics: ERE 

•
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Efficiency Metrics: Space Utilization 

• Watts/rack Measures the energy consumption of a single rack 

• Watts/sq ft is a common but ambiguous metric because it 
doesn’t specify the  nature of the area in the denominator. 

• Watts/sq ft of work cell is the preferred metric for data center to 
(air cooled) data center benchmarking , or in infrastructure 
discussions.  

• Layout efficiency measures the data center square footage 
utilization and the efficiency of the data center layout. This is 
defined as racks per thousand square feet and so it is a measure 
of space efficiency related to the electrically active floor in a data 
center. 
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Efficiency Metrics: Computation 

• MFlops/Watt and GFlops/Node are important metrics that should be taken 
into consideration specially when choosing the processors. 

• Together with the space utilization metrics this helps us to get an idea of 
how much space we will need for a certain computational requirement.  
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Low vs High Density DC  
(Comparison by Intel in 2007) 
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Low vs High Density DC  
(Comparison by Intel in 2007) 
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Low vs High Density DC  
(Comparison by Intel in 2007) 
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Low vs High Density DC  
(Comparison by Intel in 2007) 

• High density data centers require higher raised floors and a more careful 
design but  the reduced area and improved cooling efficiency make up for it 
by significantly lowering the capital and operational costs. 

• As a result high density datacenters have a lower TCO.  
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Liquid Cooling vs. Air Cooling  
(A Comparison by Eurotech) 
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Liquid Cooling vs. Air Cooling  
(A Comparison by Eurotech) 
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Liquid Cooling vs. Air Cooling  
(A Comparison by Eurotech) 
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Liquid Cooling vs. Air Cooling  
(A Comparison by Eurotech) 
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Liquid Cooling vs. Air Cooling  
(A Comparison by Eurotech) 

• Liquid cooling allows for higher density DCs. 

• It makes  possible a higher Watts/Racks ratio  and layout efficiency. 

• Removes the need for CRACS and other electrically active equipment not 
used for computation 

• Incurs in additional capital costs for plumbing and pipes. 

• Achieves  a higher reliability by removing vibration and moving parts.  
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Final Notes 

• It’s important to make considerations about space needed for our data room when planning a 
DC or HPC. 

• The cooling system is a decisive factor to calculate the needed space and to anticipate the kind 
of infrastructure that is going to be needed to support the systems.  

• Traditional air cooling approaches underperform in most benchmarks  when compared with 
technologies like warm-water cooling or liquid submersion cooling.  

• There are other possibilities for cooling not mentioned in this presentation like using naturally 
occurring cold water (CSCS Swiss National Supercomputing Centre) 

• There have been efforts in the last years to create ARM based HPC which could theoretically 
achieve much better Mflops/watt rations than current systems.  
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