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GGDML and Higher-Level Code

Goals

m Improve code quality, scientists productivity, code maintainability

m Provide better performance-portability of code

GGDML

m GGDML:General Grid Definition and Manipulation Language
m Hides memory access details

m Abstracts higher concepts of grids, hiding connectivity details
m Constructs for the abstraction of grids

m Grid and field definition
m Field data access/update
m Stencil operations
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S
Strategy

m Foster separation of concerns
m Scientists develop the problem logic in the source code
m Scientific programmers provide translation configurations
m Modeling with GGDML
m Allows using the modeling language, e.g. C
m Provides language extensions
m GGDML features
m Coding in terms of scientific concepts
m No machine concepts

m A source-to-source translation tool translates code based on the configuration
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Highly Configuable Translation Process

m The set of the language extensions can be easily extended, for example
m User defines groups of declaration specifiers, e.g. Dimension(2D or 3D)
m Access operators are defined by the user
m Simplifies definition of grid connectivity, e.g. cell.neighbor, cell.edge
m Allows the user to add any needed operators, and control their bahavior
m Users control the optimization procedures, for example
m Memory layout is completely controlled by user

m Memory allocation
® Index transformations (including mathematical transformations)

m Parallelization is controlled by user

m User can mark code with parallelization directives(tested with OpenMP & OpenACC)
B Single node and multiple nodes (tested with MPI)
m User controls communication libraries initialization & halo exchange code
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Performance Evaluation
Performance on P100 (and V100) GPUs, with OpenACC and MPI
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