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**GOALS**

The objectives of PeCoH are to
1. raise awareness and knowledge for performance engineering and to coordinate performance engineering within Hamburg’s institutions.
2. reach these goals, we have established the Hamburg Regional HPC Competence Center conduct various practical activities on established techniques but also explore some supportive and alternative approaches as research.

**PARTNERS**

German Climate Computing Center (DKRZ)

DKRZ is a partner for Climate Research, providing tools and the associated services to investigate the processes in the climate system. The HLRE-3 supercomputer Mistral consists of more than 3,000 compute nodes, providing a peak compute performance of 3.4 PFLOPs. The system is backed by a 60 Petabyte Lustre file system.

Regional Computing Center at Universität Hamburg (RRZ)

RRZ provides many central IT services to Universität Hamburg. Among these, it operates an HPC cluster with 396 nodes and 407 Terabyte BeeGFS file system.

**SKILL TREE MODELING**

XML Schema Definition for Showing the Essential Skill Tree Structure

Interactive HPC Skill Tree viewer with the description of the skill “PE4: Tuning”
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**HPC SOFTWARE ENGINEERING**

This activity broadens the use of software engineering techniques in the field of HPC in order to increase the performance of parallel programs.

**ACTIVITIES TO DATE**

We participated for the presentation of the PeCoH project in

- ISC 2017
  - June 18-22, 2017, Frankfurt, Germany
    - PeCoH project poster
    - Handout to the work in progress of our HPC Certification Program

- EPEA workshop
  - July 20-21, 2017, Erlangen, Germany

- 7th GAUK Allianz HPC Status-Conference December 4-5, 2017, Stuttgart, Germany

- ISC 2018
  - June 24-28, 2018, Frankfurt, Germany
    - PeCoH project poster

- 8th GAUK Allianz HPC Status-Conference October 8-9, 2018, Erlangen, Germany

- SC 2018
  - November 11-16, 2018, Dallas, Texas
    - Extended abstract titled “Towards a HPC Certification Program”

All contributions are available for download.

1. A concept paper for the HPC certification program is available for download.

2. We are hosting a mailing list for the HPC certification program.

3. In the sense of a spin-off of the PeCoH project we established the HPC Certification Forum.

4. We submitted a BoF (Birds of a Feather) titled “HPC Certification Program” in the field of education and training for the ISC 2019 together with international partners.

**DEVELOPMENT OF THE HPC CERTIFICATION PROGRAM**

Users should have a set of validated skills before they start using an HPC system.

For the classification of HPC competences and the definition of certificates we implemented an HPC skill tree (based on XML).

Beside its name and description, a skill in the tree has additional attributes to describe e.g. its special significance to a scientific domain, in order to

- enable the creation of different views of the skill tree to consider the users’ varied backgrounds
- give the user an overview of custom-tailored skills which he has to acquire to pass the exams

A certificate definition

- bundles an appropriate set of HPC skills
- is used to certify a user’s HPC qualification by successful exams

For the development of the certification program, we separated the certificate definition from the providing of content, similar to the concept of a high school graduation exam (Zentralabitur in German)

We helped to setup the HPC Certification Forum, an international board that will sustain this activity and curate the skills, certificate definitions, and exam questions.

The certification board has the role of a (virtual) central authority, which results in major advantages:

- Generally accepted certificates and corresponding exams can be established by the HPC Certification Forum without the burdening responsibility for the learning material
- The learning material can be provided by different scientific institutions

The recently kick-started HPC Certification Forum (HPC-FCF) welcomes international collaborators.

**ONGOING ACTIVITIES**

Tuning: We have successfully started our examination with performance improvements for examples using the language R, along with efficient libraries like OpenBLAS or MKL and parallelizing loops with the foreach() paradigm in OpenMP and MPI environments.

For collecting further success stories we will focus on the following tuning possibilities to transfer performance engineering know-how:

- Tuning without the need to (re-)build a parallel program, e.g. by tuning a parallel program from the outside via runtime options
- Tuning without modifying the source code, e.g. by using optimized libraries and setting appropriate compiler/linker options
- Tuning of individual software-based on co-development with users

Workshop Material and Online Tutorial: In the PeCoH project we have a focus on the HPC Certification Program and the role as certification provider. As we have additionally the role as content provider for basic HPC skills in the project, we designed a workflow based on XSLT programs and the well-known Pandoc-Tool to convert the Markdown content files associated with each single skill to various target formats like HTML, PDF, and TeX.

To efficiently equip new users with certified HPC skills, we will

- finish the coordination with other stakeholders that may provide content
- work on the completion of the complementary open source workshop material
- develop a multiple choice questionnaire to validate the basic HPC skills

**HPC SKILL TREE**

The developed HPC Skill Tree contains descriptions of the various skills that are relevant in the field of HPC (we are still in the process of refining it and open to suggestions). The skills will be linked to goals. Grants usually include an amount of node hours and a quota for disk storage.

This approach has several problems, which essentially boil down to the fact that scientists only works against limits. The true costs associated with their actions are not transparent to them. Our cost modeling efforts were aimed at providing more information about the true costs to HPC users, enabling them to make more informed decisions.

On the other hand, our cost models can also be used to derive statistics of the use of an HPC system. The figure on the right shows the results of performing this analysis on a day’s worth of jobs.

Most interestingly, the vast majority of jobs does not consume any significant amount of resources, the costs are only calculated by the few very large and long running jobs, which are usually prepared by much smaller jobs. As such, it seems very important to educate users to efficient HPC usage during the time span in which they are still running many small jobs, before they start their really big run. This can have a positive effect on the scientists ability to make the best scientific use from an HPC system.

The used scripts and a docker image to test the SLURM extension are available online at https://github.com/pecoh/hst-modeling