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Abstract In this paper the data life cycle management is ex-
tended by accounting for energy consumption during the life
cycle of files. Information about the energy consumption of
data not only allows to account for the correct costs of its life
cycle, but also provides a feedback to the user and adminis-
trator, and improves awareness of the energy consumption
of file I/O. Ideas to realize a storage landscape which deter-
mines the energy consumption for maintaining and access-
ing each file are discussed. We propose to add new extended
attributes to file metadata which enable to compute the en-
ergy consumed during the life cycle of each file.

Keywords Storage systems · Energy efficiency · File life
cycle · I/O modeling

1 Introduction

In the last years we can see an explosion of the amount of
data produced in different scientific fields. Prominent exam-
ples are the LHC [2] in nuclear physics, SDSS [1] in astron-
omy, protein folding simulations [8] in biology or quantum-
chemical simulations of large molecular systems [13].

The produced scientific data is primarily created either in
simulations or it is collected from measurement devices dur-
ing scientific experiments. Secondarily, it is formed by the
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analysis results. Additionally, the amount of data is multi-
plied since experiments are often repeated multiple times in
natural sciences to validate the results. Altogether large data
sets are written and stored. Thereby one of the distinctive
features of scientific data is its versioning, that is, growing
with every run, data sets are grouped into releases and stored
for further analysis. Similarly, data obtained from scientific
equipment—for example, sensors—can be split, saved and
analyzed considering the time period of measurements.

Similar to common data the life cycle of scientific data
begins with creation and initial storage of the first data set.
At the end of its lifetime it becomes obsolete and is deleted.
In between,—depending on the specific experiment—data
can be read, extended and in some cases be modified. Dur-
ing its life cycle, scientific data can be defined to be active
or passive. Active refers to data which is accessed (read or
written) in a given time period.

See Fig. 1 for an example of a file’s life cycle. In the
example we assume a simulation which iteratively updates
the current state and stores the computed results in a file—
that is, appends them. The modifications to the file size are
shown in Fig. 2. A post-processing (or visualization of the
results) requires to read the data and might generate derived
results. Later, additional analysis might be conducted with
the simulated data. For instance, to compare the old results
with newer results or to answer new scientific questions with
the recorded simulation results.

Over time, data loses its importance and is accessed
less often—gradually losing its value—, and ultimately gets
archived (passive data) or disposed of. As a rule, newer data
and data that must be accessed more frequently is stored on
faster but more expensive storage media, while less critical
data is stored on cheaper but slower media. However, the ac-
tual usage of data depends on the use case and on the user
interaction.
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Table 1 Selection of modern hard disk drives and their energy characteristics. Data is provided by the vendors

Model RPM Capacity
in GBytes

Power consumption IOPS Transfer
rate in
MBytes/s

(start)

in Watts
(transfer)

in Watts
(idle)

in Watts
(sleep/standby)

in Watts

Seagate Barracuda 7200.12
(ST31000528AS)

7,200 1,000 24.0 9.4 5.0 N/A 80 125

Western Digital Caviar Green
(WD10EARS)

7,200 1,000 20.1 4.9 2.8 0.4 80 111

Western Digital VelociRaptor
(WD6000HLHX)

10,000 600 21.6 10.7 8.2 1.3 150 145

Seagate Cheetah 15K.7
(ST3600057SS)

15,000 600 22.9 16.4 11.7 N/A 184 204

Table 2 Selection of modern solid state disk and their energy characteristics. Data is provided by the vendors

Model Type Capacity
in GBytes

Power consumption IOPS Transfer rate

(transfer) (idle) (read) (write) (read) (write)

in Watts in Watts in MBytes/s in MBytes/s

Intel � X25-M G2 Postville MLC 160 0.15 0.08 up to 35,000 8,600 250 100

Intel � X25-E Extreme SLC 64 2.6 0.06 35,000 3,300 250 170

Fig. 1 Example scientific data life cycle

Fig. 2 Example file size during the life cycle

Data life cycle management (DLM) tries to automate and
optimize the data life cycle processes according to specified
policies and requirements [14]. There are several approaches
to handle the challenges associated with DLM of the scien-
tific workflow [4, 5, 14]. However, none of them consider
the aspect of energy consumption during the lifetime of data,
which is of growing importance since the last years.

File energy consumption depends on several aspects,
most significantly storage technology, characteristics of the
storage system and access patterns of the applications itself.
To show the variability of energy consumption of various
storage systems, Tables 1, 2 and 3 show the characteristics
of hard disk drives, solid state drives and tapes. The aver-
age IOPS for random access are specified. Mount time for

tapes is not included, but takes tens of seconds. The MAID1

architecture evolved into a storage technology to leverage
the power consumption of spinning disks, but yet provide
a faster response time than tape. Compared to conventional
storage systems MAID systems only have about a quarter
of disks spinning, reducing the power consumption by the
same factor.

A hierarchical storage system migrates data among mul-
tiple storage systems—and even technologies—to improve
performance and to reduce the storage landscape’s total
cost of ownership. However, the migration rules are coarse-
grained and individual costs of files cannot be accounted for,
leading to suboptimal rules and user behavior. Due to the
lack of feedback of file handling users are not aware of how
to reduce energy consumption in the storage landscape. As
a consequence of the only metric being available to the user,
the performance, and the coarse-grained accounting, users
are not trained to reduce energy consumption of the file life
cycle.

A deeper understanding of energy needed during the file
life cycle is essential to increase awareness of the energy
costs for storing data over a long time. Knowledge of en-
ergy costs is also important for the owner of a data center
to provide a more accurate accounting model. Ultimately,
awareness will lead to improved migration schemes in hier-
archical storage systems and save power consumption of the
stored data.

1Massive Array of Idle Disks.
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Table 3 Selection of modern tapes and their energy characteristics. Data is provided by the vendors

Model Capacity Power consumption IOPS Transfer rate

(native) (compressed) (transfer) (standby) (idle) (native) (compressed)

in GBytes in GBytes in Watts in Watts in Watts in MBytes/s in MBytes/s

Fujitsu Siemens LTO1
(PRIMERGY Entry)

100 200 18 9 N/A 0.013 16 32

Quantum LTO4 800 1,600 28.8 9.5 6.4 0.018 120 240

Tandberg LTO5 1,500 3,000 24 N/A 6.9 0.014 140 280

Therefore, we introduce a new metric called TEFL—the
Total Energy for the File Life cycle—and discuss practical
methods of how this metric can be computed. After review-
ing the latest concepts in the field of data life cycle man-
agement and energy efficient storage systems in Sect. 2,
we introduce our model concept for computing the TEFL
in Sect. 3. In Sect. 4 we discuss the practical realization of
the model. The model is applied to an example life cycle in
Sect. 5. Finally, Sect. 6 summarizes our work and concludes
with an outlook on future development.

2 Related work

Energy consumption of disk drives under particular load has
been modeled to estimate and to control power management
effectively. In [6] a hardware and energy model is introduced
and the effects of power management are discussed. In [9]
activity of a single server is traced by a kernel module at
the host disk scheduler level. The collected requests, LBA
positions (offsets) and I/O size are replayed to estimate the
energy consumption.

The grid middleware gLite is extended in [12] to allow
accounting of I/O activity. Therefore, access to grid files is
intercepted and traced. While the I/O activity and file sizes
are taken into account, energy consumption of the file access
and idle time are not considered.

In the Amazon Elastic Compute Cloud (EC2 [7]) the
Elastic Block Store provides persistent storage capacity.
Costs are calculated based on provisioned storage capac-
ity and the number of I/O requests. I/O activity is tracked
coarse-grained and not per file.

Dempsey [16] is an extension to DiskSim able to replay
I/O traces and estimating energy consumption for the replay.
Power management strategies can be implemented and com-
pared by using Dempsey.

Energy efficiency and power consumption of MAID sys-
tems is evaluated in [3].

Several approaches exist to utilize the varying character-
istics of hardware deployed in a storage landscape. Typi-
cally, data is arranged in a hierarchy with different price and
performance characteristics. Either the hierarchy is used to

cache data of lower levels or to store files on one storage and
migrate data between the storage devices as in traditional
HSM systems. Recently, flash storage extends the storage
hierarchy. Hybrid hard disks and file systems are emerging,
which shall utilize these storage efficiently with regards to
power and energy. See [10] for an example.

The decision when data should be migrated between
storage systems has a major impact on energy efficiency
and performance. Current industry solutions like HPSS are
policy-based and depend on variables like file size, file ex-
tension and duration of the last file access. The administrator
must specify the conditions when data should be migrated
based on these variables. Automatic decision making—that
is, individual migration based on observed access patterns—
is an important research subject [15]. However, due to the
lack of practical metrics related to energy consumption only
performance aspects are taken into account.

3 Modeling energy efficiency

To estimate the energy consumption of data during its life
cycle a suitable energy model is introduced as a foundation
to discuss implementation alternatives. The model shall al-
low to quantify the amount of energy consumed for each file
individually. In addition, it must be robust against the influ-
ence of operations performed on different files in the stor-
age landscape. For example, for a hard disk drive the energy
consumption of an I/O operation depends on the position
of the read-and-write heads and the block position on the
disk. Therefore the order of I/O operations and third-party
I/O matters. Also, storage systems might schedule multiple
operations at once. While taking these operations into ac-
count increases the accuracy of the estimation, a user can-
not influence the order of I/O operations when multiple op-
erations are scheduled. A major difficulty is to divide the
measured or estimated energy consumption among the con-
currently scheduled operations. Therefore, a simpler model
which still provides a good and especially fair estimation is
required. This analytical model splits the energy consump-
tion of files into idle and active phases and takes migration
and replication into account.
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3.1 Idle files

The energy consumption Eidle(S,F ) of a particular file (F)
located on a storage system (S) can be computed with Eq. 1.
In other words, the equation shares the idle energy cost
among the files located on the storage system. By using this
formula empty space on the storage is only accounted to the
computing center and not to the user.

During the life cycle the size of F might change. To ac-
count for the file properly the average file size over time (in-
tegral) can be used to compute the idle costs post-mortem.
The modification times are discrete, therefore, by storing
a timestamp of the last modification the idle costs can be
updated after each modification of the file size, and accu-
mulated (variable f (F )). Parallel storage—that is, RAID 0
concepts on parallel file system level—can be treated sim-
ilar to low level RAID 0, that is, by estimation of the idle
energy consumption and storage capacity of the whole stor-
age system in the equation.

Eidle(S,F ) =
∫ T

t=0 s(F, t)

c(S)
· Pidle(S)

= f (F )

c(S)
· Pidle(S) (1)

The variables and units are defined as follows:

– t is the time. T is the current time.
– s(F, t) is the size of F at a given time, [s] = Bytes.
– f (F ) is the integrated file size over time, [f ] = Bytes ·

seconds.
– c(S) is the capacity of the storage system S, [c] = Bytes.
– Pidle(S) is the power consumption of S while S is idle,

[P ] = W .
– Eidle(S,F ) is the energy consumption of an idle file,

[E] = J .

3.2 Active files

I/O to a file requires additional energy to access the data on
the physical storage system and to transfer the information.
Here we assume the independence of concurrent accesses to
files, that is, the energy consumption is independent of the
system’s state and only depends on the state of the particular
file.

Energy demands for I/O can simply be split into read and
write, as shown in Eq. 2.

Eaccess(S,F ) = Eread(S,F ) + Ewrite(S,F ) (2)

For each type of access an individual cost can be defined.
For one access type—in this case, read—the energy for one
access can be computed with Eq. 3. This formula accounts
the energy consumption for one random access (that is, one

I/O operation) and the transfer cost for a sequential transfer.
The energy for all reads of a file Eq. 4 can be used. Write
energy can be computed analogously. For all accesses dur-
ing the lifetime of the file we sum up the individual energy
consumption of each I/O. Overhead for setting up the I/O
is added to account for seeking on tapes or disks. Depend-
ing on the I/O system energy consumption of seeks could be
rated differently.

Eread(S, a) = Pread(S) ·
(

1

i(S)
+ a

b(S)

)

(3)

Eread(S,F ) =
∑

a∈R(F)

Eread(S, a)

= Pread(S) ·
( |R(F)|

i(S)
+ 1

b(S)
·

∑

a∈R(F)

a

)

(4)

The variables are defined as follows:

– a is the amount of bytes of F accessed, [a] = Bytes.
– i(S) is the IOPS of the system, i.e., the number of seek

operations per second, [i] = 1/s.
– Pread(S) is the typical power consumption of the system

during the access, [Pread] = W .
– b(S) is the transfer rate to sequentially access data,

[b] = Bytes/s.
– R(F) is the set of read operations performed on the file F .

This equation is still true if the I/O subsystem schedules
or queues multiple I/O operations at a given time. If we
could measure energy consumption of the system directly
and multiply it with the access time, or accumulate the mea-
sured energy for the time the I/O happens, then concurrently
scheduled operations would lead to a longer access time. In
this case it would be hard to distribute the observed energy
consumption to the performed I/O operations. Therefore, the
simple model is used.

3.3 Migration and replication

For replication among multiple systems the energy required
is the amount of energy to read the file with the given file
size on the source system (S1) and to write it on the target
system (S2), as shown in Eq. 5. We assume that the I/O sys-
tem integrates the whole storage landscape and stores meta-
data only once in a global catalog.

ERep(S1, S2,F ) = Eread(S1, s(F )) + Ewrite(S2, s(F )) (5)

Migration can be thought of as a replication with an ad-
ditional cost for deleting the file, as shown in Eq. 6.

EMig(S1, S2,F ) = ERep(S1, S2,F ) + Edelete(S1,F ) (6)
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In modern I/O systems the deletion of files is handled ef-
ficiently and thus can be neglected. Tape archives are a spe-
cial case as deleting a file does not remove the file from the
tape immediately. Typically, tapes are compacted by copy-
ing the old contents of several tapes—which contain data of
deleted files—onto a new tape. Afterwards the old tapes can
be reused.

4 Collecting energy consumption in file systems

Existing file systems can be modified to compute the en-
ergy consumption of individual files. Several aspects must
be considered: accuracy of computed results, performance
of the file system, logic and implementation effort, com-
patibility to existing systems and suitability in storage land-
scapes.

These aspects are addressed when we discuss where the
metrics to compute energy consumption are stored, which
values will be stored and how these values are updated.

4.1 Backend store for energy metrics

First, it is discussed how energy values can be stored. As our
goal is to quantify the energy consumption over the life time
of each file, this cannot be done on the application level.
Modifications to the file systems are necessary to accumu-
late the energy consumption from creation up to the current
time.

Information could be kept in external databases, but due
to the additionally required infrastructure and induced over-
head this seems inappropriate. A close coupling to the file
system is needed. One possibility is to keep this information
in the file’s inode—like atime, etc.—, another is to store it
in the file’s Extended Attributes (EAs). Common local file
systems—for example, ext3 and ext4—and parallel file sys-
tems like GPFS and PVFS2 support EAs.

EAs are widely used to realize Access Control Lists
(ACLs). However, there is a lack of common file sys-
tem tools supporting extended attributes. Even many basic
tools—like cp—are still not capable of handling these at-
tributes properly, but it is expected that tools increasingly
support EAs. EAs are implemented efficiently, especially
due to the increasing use of ACLs. Therefore, we decide to
store the energy consumption in EAs as system-specific at-
tributes.

4.2 Update of energy metrics

Each I/O access requires update of the energy-related met-
rics. Similar to file access time, each read will cause a mod-
ification of the file metadata. For example, to avoid the neg-
ative impact of metadata modifications due to file access

time updates, the access time semantics got relaxed to the
relative atime. Caching of the metadata and deferring the
write-back of the modifications to a file’s energy metrics are
methods to minimize the impact of maintaining this addi-
tional metadata or EAs. In parallel or distributed file systems
the values could be either updated on each storage server, or
in the global metadata similar to the atime.

Modifications to the file size are more difficult to han-
dle as the idle time and energy costs of the storage must be
considered. Basically, when the physical file size changes,
then the idle energy costs must be recalculated and up-
dated. Consequently, the characteristics—especially the en-
ergy consumption—of the storage must be known on the file
system level. Figure 2 shows an example of file size modifi-
cations during the life-time of an object.

4.3 Metrics to store

There are two possibilities to gather the energy consumption
for a file. First, we can store the accumulated energy con-
sumption. Second, basic information can be stored which
then can be used to derive energy consumption.

By using the first metric, the stored energy consumption
can be updated with every I/O access. A timestamp storing
the end time of the last operation corresponds to the idle
time. After the I/O is performed the energy consumption of
the I/O and the idle energy costs is computed and added to
the counter and—finally—the timestamp can be set to the
current time. An advantage of using this metric is that it re-
quires only two additional pieces of data to store per file.
However, the file system requires information on how to
compute these energy values.

A benefit of storing basic information is that we get ad-
ditional insight about file usage. Therefore, this solution is
more versatile for analysis of file operation. Energy con-
sumption can be computed by a user space program at any
given time with the equations provided in Sect. 3. Energy
characteristics of all storage systems must be known only to
the user space application and can be modified. One draw-
back is that energy consumption of the storage system must
not change during the lifetime of the files in this scheme.
Upgrades of existing storage systems lead to different en-
ergy profiles and thereby cause inaccurate results. Embed-
ded in the file system, the system could update all energy
metrics after a system modification occurred, consequently
that system would be more accurate.

Production systems are rarely upgraded and the benefit
of gathering the access statistics and the independence of
the storage system from energy aspects outweigh the inac-
curacy, therefore, the basic statistics are a candidate for an
implementation.

In our model the number of I/O operations and the
amount of accessed data per storage system are required to
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Fig. 3 Example extended attributes for one storage system

compute an estimated energy consumption. Due to practi-
cal reasons the number of blocks involved in the I/O oper-
ation are used. Modifications of file size must be handled
by updating the integral of the file size over the life time,
in our case file_size_over_time is an approximation. At file
creation the size is 0. Upon each update of the file size the
file_size_over_time is incremented by the delta:

(current_time − last_file_size_update) · current_size

Then the last_file_size_update is set to the new time and file
size can be updated accordingly. One 128 bit counter seems
sufficient. Rounding errors will occur, but the precision in
bookkeeping the time can be improved by using millisec-
onds instead of seconds when necessary.

For a single storage system the entries are as simple as
shown in Fig. 3. Keys and example values for the extended
attributes are provided.

In a storage landscape with migration and replication
of files the situation is more complicated. Consequently,
each storage system needs a unique identifier in the stor-
age landscape to maintain correct information after migra-
tions. Additionally, to calculate idle energy consumption
correctly, counters are needed to accumulate the time the ob-
ject resided on each storage system over the whole life time
of the object. Consequently, the extended attributes shown
in Fig. 3 are stored for each storage system and prefixed
with their unique identifier. Once an object gets replicated
the time must be updated accordingly. It must be updated
once the file is removed/migrated again from the file system.
The described mechanism can be directly embedded into the
file size update mechanism by changing the size of the file
on the migration source to 0 and to the current file size on
the target.

With this modifications multiple migrations and replica-
tions between file systems are accounted for properly. Fur-
thermore, a fixed number of replicates per file system can
be handled by knowing the replication policy of each the
storage system.

5 Example scenarios

An theoretical assessment of the solution is performed by
calculating the derived metrics for one scientific data file on
two distinct hardware scenarios.

5.1 Access pattern

Consider an iterative application which appends 10 GBytes
of data to a file every 10 minutes. For instance the appli-
cation could be a climate simulation which runs for 1,000
minutes, that is, performs 100 iterations. In total a single file
of 1 TByte is created. After completion of the program, in a
post-processing phase, data is extracted, post-processed and
100 minutes later the whole data set is visualized—that is,
data is read completely two times. Then—at the end of the
post-processing phase—the data is migrated to tape.

In a phase of further analysis the data is requested one
year later to perform new analysis and compare the sim-
ulation run with new data. Between each run 100 minutes
elapse. Therefore, data is staged from tape to disk and read
sequentially two times by various applications. Then the
data on disk is deleted immediately.

5.2 Storage landscape: online storage and tape archive

In this scenario a hierarchical storage system can migrate
data between a disk storage and a tape archive. The file sys-
tem consists of 2,080 Western Digital Caviar Green hard
disks embedded in 130 shelves of 16 disks. For redundancy,
each shelf uses RAID-5 and is mirrored. Capacity of the on-
line storage is about 1 Petabyte for disks. The tape archive is
a StorageTek SL8500 equipped with 10 tape drive trays and
a maximum capacity of 10,000 tapes.

Qualitative behavior of the extended attributes for the ac-
cess pattern are shown in Fig. 4. The time for a read and
write operation is not taken into account in the diagram.
In this figure the metric file size over time is provided for
each timestamp. With our scheme it is computed only dur-
ing file size updates—marked with X in the figure and dur-
ing the append phase. I/O on disk is performed in blocks
of 10 MBytes. On tape the whole file is copied in one ac-
cess.

Results are compared between the disks and the same
number of shelves equipped with Intel X25-E Extreme flash
drives. In this case the overall capacity is lower (64 TByte),
though.

Characteristics of the two storage systems are provided
in Table 4. Hardware characteristics were inspired by ven-
dor information from Storage Tek—for example, see [11].
Overhead for building the infrastructure, in particular for
shelves, interconnects, RAID controllers are estimated and
added to the energy costs to power the parallel file system.
Additionally, the IOPS and transfer rate of the overall sys-
tem are reduced due to overhead. Due to the theoretical na-
ture, an estimation of the real power consumption and per-
formance is sufficient. For instance, an energy consumption
of 100 Watts per shelf is assumed. A compression rate of
50% for tape archival is used. Performance of the overall
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Fig. 4 File attributes for the
scenario with migration between
tape and disk (qualitative view)

Table 4 Hardware characteristics of the storage components with the estimated energy consumption during operation (active estimate) and
qualitatively considered overhead of enclosures, controllers and metadata handling

Storage system Power consumption IOPS Transfer rate

(active max) (active estimate) (idle) (read) (write) (read) (write)

in Watts in Watts in Watts in MBytes/s in MBytes/s

Hard disk 9.4 10 5 80 80 125 125

Parallel file system
(with disks)

90,000 40,000 24,000 60,000 60,000 15,000 15,000

Flash disk 2.6 3 0.06 35,000 8,600 250 170

Parallel file system
(with flash)

75,000 24,600 13,132 10,000,000 2,500,000 30,000 20,000

LTO tape drive 53 53 35 0.01 0.01 210 210

Tape archive 4,000 1,200 800 0.10 0.10 2,100 2,100

system does not match the aggregated performance of all
disks. For example, disk enclosures and controllers cache
data, but RAID-5 (and RAID-1) reduce concurrency. Addi-
tional handling of the file system degrade performance as
well.

Quantitative attribute values of the access pattern are pro-
vided in Table 5. The amount of accessed data, the number
of performed I/O operations and the file size over time de-
pend on the access pattern. Computed energy consumption

depends on the hardware infrastructure and are computed
with the model presented in Sect. 3 and the hardware char-
acteristics from Table 4. The two scenarios, online storage
provided by disk or flash are shown.

Surprisingly flash idle costs are much more expensive
due to the lower capacity. Busy costs are lower by a fac-
tor of three, because flash is faster. In this scenario (disk and
tape) the TEFL is 23.3 × 106 Joules. With an energy cost of
0.20 € per kWh the total cost is 1.30 €.
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Table 5 Energy and I/O calculation for the scenario with migration between online file system and tape archive (the values of the file attributes
are specified for each phase)

Processing phase Accessed data I/O operations File size
over time in
Bytes × s

Energy consumption in Joules

(read)

in Bytes
(write)

in Bytes
(read) (write) (disk & tape) (flash & tape)

Idle Busy Idle Busy

Online Append 0 1 × 1012 0 1 × 105 30.3 × 1015 0.7 × 106 2.6 × 106 6.2 × 106 1.2 × 106

Post-processing 3 × 1012 1 × 1012 3 × 105 1 × 105 42.3 × 1015 1.0 × 106 10.4 × 106 8.7 × 106 3.5 × 106

Further analysis 5 × 1012 2 × 1012 5 × 105 2 × 105 54.3 × 1015 1.3 × 106 18.3 × 106 11.1 × 106 6.3 × 106

Tape Append 0 0 0 0 0 0 0 0 0

Post-processing 0 1 × 1012 0 1 0 0 0.6 × 106 0 0.6 × 106

Further analysis 1 × 1012 1 × 1012 1 1 15.8 × 1019 2.5 × 106 1.1 × 106 2.5 × 106 1.1 × 106

Table 6 Energy and I/O calculation for the disk in the storage landscape consisting of only one online storage system

Processing phase Accessed data I/O operations File size
over time in
Bytes × s

Energy consumption in Joules

(read)

in Bytes
(write)

in Bytes
(read) (write) (disk) (flash)

Idle Busy Idle Busy

Append 0 1 × 1012 0 1 × 105 30.3 × 1015 0.7 × 106 2.6 × 106 6.2 × 106 1.2 × 106

Post-processing 2 × 1012 1 × 1012 2 × 105 1 × 105 42.3 × 1015 1.0 × 106 7.8 × 106 8.7 × 106 2.7 × 106

Further analysis 4 × 1012 1 × 1012 4 × 105 1 × 105 15.8 × 1019 3.8 × 109 13 × 106 32.4 × 109 4.3 × 106

5.3 Storage landscape: online storage

In this scenario data is kept online—on disk or flash, the
whole time. Table 6 shows the statistics in this case. Com-
pared to the scenario with tape the energy costs are much
higher. In detail the TEFL is 3.8 × 109 Joules, leading to a
cost of 211 €.

6 Summary and conclusions

In this paper a model to compute and estimate the energy
consumption of a file during its life cycle is introduced. This
model shares the costs of the storage fairly among all files,
depending on the size of the files themselves. Several de-
sign issues of how the file system could be modified to pro-
vide required information are discussed. For example, addi-
tional statistics about file accesses can be kept in extended
attributes. In two scenarios the statistics and energy con-
sumption are computed to provide additional insight on how
they behave.

Concluding, extending a file system to account I/O ac-
cesses is technically possible and allows to estimate the
TEFL. This increases awareness of energy consumption of
scientific data and enables optimizations of storage land-
scapes and hierarchical storage systems to optimize total en-
ergy for the file life cycle.

7 Future work

In the near future we will modify a local file system to
account for file access statistics and supply tools to de-
rive energy consumption by using the access statistics. Ob-
tained results will be compared to directly measured energy
consumption by precision power meters from ZES Zimmer
Electronics, which are available in our research group. Em-
bedding these methods into the parallel file system GPFS
and HPSS is considered to provide insights into user activ-
ity of the DKRZ and to estimate energy consumption of the
files in our data center in order to optimize migration poli-
cies between GPFS and HPSS.
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